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Introduction

Let P be a forcing notion, and assume that G C P is generic over V. Assume
that a cardinal x is measurable in V' [G], and let W € V' [G] be a normal measure
on k, with a corresponding ultrapower embedding jw: V [G] — M [H]. We
continue our study from [?], and consider the embedding jw [v, focusing on

the following questions:
1. Is jw |v an iteration of V (by its measures or extenders)?
2. Is jw [v definable over V7

The answers to both questions depend on the forcing notion P and the ground
model V. The first question is answered affirmatively, for every forcing notion
P, assuming that there is no inner model with a Woodin cardinal, and V = K
is the core model [?]. The answer to the second question can go both ways. For

instance, if P has a gap below &, in the sense of [?], jw [v is a definable class
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of V', no matter what is the ground model. On the other hand, the answer for
2 can be negative, even when we force over the core model and & is measurable
there (see, e.g., section 5.2 in [?]).

In this paper we focus on iterations of Prikry forcings. Let x be a measurable
limit of measurables, and assume that GCH holds below k. We would like to
perform an iterated forcing, destroying the measurability of every measurable

cardinal o < k. Our main goal will be the following theorem:

Theorem 0.1. Assume GCH below k. Let P be a nonstationary support itera-
tion of Prikry forcings below k. Let G C P be generic over V., and W € V [G]
be a normal measure on K in V [G]. Then jw |v is an iterated ultrapower of V
by normal measures.

Moreover, a description of such iteration is given.

We focus on the nonstationary-support iteration for sake of simplicity; the
full-support iteration will be considered in a future work.

This paper is structured as follows: In section 1, we present the forcing and
its basic properties. In section 2, we characterize all the normal measures W &€
V [G] on k, using and extending results from [?] and [?]; More specifically, we
prove that every such measure is the unique extension of some normal measure
of Mitchell order 0 on s in V. In section 3, we present the structure of jy [y
as an iterated ultrapower, and provide a sufficient condition for its definability
in V. Finally, in section 4, we study iterated ultrapowers of V in general,
developing tools for computation of cofinalities, in V', of ordinals which become
inaccessibles at some stage in an iteration; we apply those tools to simplify the
presentation of jy [y as an iteration of V.

We assume throughout this paper that GCH<,, holds.

We would like to thank the anonymous referee for his/her helpful remarks

and comments.

1 The Forcing

Definition 1.1. An iteration (Py, Qp: o < k, B < k) is called a nonstationary
support iteration of Prikry-type forcings if and only if, for every a < k and
p € POé;



1. p is a function with domain o such that for every 8 < a, p [g€ Pg, and

plglFp(B) € Qﬂ and <Qﬁ, égﬁ,é*@j) is a Prikry-type forcing.

2. If a < k 1is inaccessible, then supp(p) N « is nonstationary in o (where
supp(p) C a is the complement of the set {8 < a: py, I p(B) is trivial}).
In other words, there exists a club C C « such that for every g € C,

pls Ik p(B) is trivial.

Suppose that p,q € P,. Then p > q, which means that p extends q, holds if
and only if:

1. supp(q) C supp(p).

2. For every B € supp(q), p [8lF p(B) >3 q(B) (where >g is the order of Qg).

3. There is a finite subset b C supp(q), such that for every B € supp(q) \ b,
p 15l p(B) >4 q(B) (where >} is the direct extension order of Qg).

If b =0, we say that p is a direct extension of q, and denote it by p >* q.

We consider a nonstationary support iteration of Prikry forcings, (P,, g gra<
K, B < k). Throughout this paper, we denote the forcing P, by P. Let A C k
the set of measurable cardinals below s in V. Assume that o € A and P, has
been defined. Assume that U?, is a P,-name for a normal measure on « in VFa
(we will prove that at least one such measure exists). Let QU‘ be the Prikry
forcing with U7 If « is not measurable in V/, QJQ is the trivial forcing.

We did not specify the normal measure U} which is used at stage a. As
we will prove, each such measure in V= is the unique extension of a normal
measure U, of Mitchell order 0 in V. Let Y = (U,: a € A) be a sequence of
names, such that, for every a € A, U, is forced by the weakest condition in
P, to be Uy NV. Given G C P, generic over V, let U = (Uy: a € A) be the
interpretation of the names in /. Then U is a sequence of measures in V', but U
itself does not necessarily belong to V. Since U depends on GG, a more accurate
notation would be Ug, but most of the time G will be clear from the context.

We adopt the following notation: For every p € P, and a € A, let t1, AL
be P,-names such that p [4/F p(a) = (15, AL).

An iteration of Prikry-type forcings with nonstationary support was studied

in [?]. The following key property was proved:



Lemma 1.2. P = P, satisfies the Prikry property.

The proof relies on a fusion property which holds in our iteration. We will

use the formulation of this property as it is stated and proved in [?]:

Lemma 1.3. (Fusion Lemma) Let A < k be a limit ordinal, and assume that
p € Py. Suppose that e: A\ =V is a function such that for every a < X, e(a) is

a P,i1-name, such that,

D lat1lF7e(a) is a dense open subset of Py \ (a+ 1) above p\ (a+ 1),

with respect to the direct extension order.”

Assume also that v < X is an ordinal. Then there exist p* >* p which satisfies

p* [v=p [u, and a club C C A, such that for every a € C,
P* Tas1lk "\ (a+1) € e(a)

The Fusion Lemma will be applied repeatedly in this paper, and is standard
in nonstationary support iterations. For sake of completeness, we provide the

proof.

Proof. As in [?], we focus first on the case where A is an inaccessible cardinal.
The other case is simpler since an inverse limit is taken at .
We construct a sequence (pe: £ < ) of conditions in Py, a sequence (vg: § <

A) of ordinals below A and a sequence of clubs (Ce¢: & < A), such that,
1. The sequence (pg: £ < A) is increasing with respect to direct extensions.
2. The sequence (vg: £ < A) is increasing, continuous and unbounded in A.
3. For every £ < A\, Ce Nsupp (pe) = 0.
4. For every £ < A, {v,: 7 < A} is disjoint from the support of pe.
5. For every £ < A, pe [yl pe \ (ve +1) € e (vg).
6. Whenever n < £ < ),
(a) pe € Cy.

(b) Pe run+1:p7] run+1~

() pe Tu,+1lF pe \ (v +1) =" py \ (g +1).



Take po = p, Cp a club disjoint from supp (po), and vy > v in Cp.
Successor stages: Suppose that the construction is done up, and including,

some £ < A, and let us construct pey1 and vey;. Define-

vesr =min | () Cy\ (v +1)
n<é+1

Let us construct pei1. First, we require pei1 [v,+1= Pe lve+1- Now,

there exists a P,

ve,-name for a direct extension of p¢ \ v¢y1 which is forced, by

D¢ ve 1 +1, to belong to e(vey1). Let o be this name, and take pey1 \ vey1 = 0.

There exists a P,

ve-name C for a club in A disjoint from supp(o); Since A is

inaccessible, P, , is A-c.c., so there exists a club in A\, C’ € V, which is forced

e+1
to be a subset of C. Hence p¢11 has a club C¢yq € V disjoint from its support,
and is a legitimate condition in Pj.

Limit stages: Suppose that £ < A is a limit ordinal. Set ve = U, <¢v,,. For
every n < £, Ve is a limit point of Cy), and thus v¢ ¢ supp (p,). Let us construct

pe. We construct it such that ve ¢ supp(pe). First, we set—

De [l/g: U Dn rvn+1
n<§

note that (v;,: n < &) is disjoint from the support of p¢ [, so pe [, € P, holds
even if v¢ is inaccessible. Also, pe [, 41 forces that (p, \ (ve +1):n < &) is
an increasing sequence with respect to direct extension in P \ (v¢ + 1), which
is forced to be |ve|-closed (so it’s definitely more than é-closed). Thus, there
exists an upper bound. Take p¢ \ (/¢ + 1) to be a name, which is forced, by
Pe [ve+1, to be a direct extension of the upper bound which belongs to e(vs).
Pick C¢ C A as a club disjoint from supp (pe).

This finishes the construction. Finally, set—

Pt = U Pe Tuet1
E<A

Let C = {vg: £ < A} € AecrCe. Then, by our construction, C' C X is a club
disjoint from supp (p*). Therefore, p* is a legitimate condition in Py. Also,
given o € C, let £ < A be such that o = v¢. Then p* [oq1= p¢ [a+1, and thus
it forces that p* \ (a +1) >* pe \ (a + 1) € e(a), as desired.

Now, let us adjust the proof to the case where A is not inaccessible. Fix

in advance an increasing, continuous and cofinal sequence (vg: § < cf(\)) in A,



such that vy > cf(A). Now construct a <*-increasing sequence of conditions
(pe: € < cf(X)). In successor steps, assuming that pe has been constructed, pick
De+1 such that—

Pe+1 lvepr+1= Pe T(wesr+1)

and per1 [vey 411 Per1 \ (Wep1 +1) € e(veqr) . In limit steps, say for limit
& < cf(X), choose pg such that—
e Tve=J Pn Iy
n<§

and pe [, forces that pe \ ve is a <*-upper bound of (p; \ ve: n < &) (this is the
main difference from the case where X is regular. Note that the direct extension
order of Py \ v¢ is more than &-closed, since v¢ > £). Then, direct extend further
above vg + 1 such that pe [, 11l pe \ ve +1 € e(ve).

Finally, set p* = U§<cf(>\) Pe Tvet1- O

The following claim takes care of dense open subsets of P, (not necessarily

with respect to direct extensions).

Claim 1.4. Let A < k be a limit ordinal and let D C Py be a dense open subset
of Py. Assume that p € Py and v < X. Then there exist p* >* p and a club
C C A, such that p* [,=1p [,, and, for every p* < q € D,

¢y P \N(y+1) €D
where v € C' is the first coordinate for which—
q [y+1lF g\ v is a direct extension of p* \ v”

Proof. Fix a non-measurable & < A and G¢ C P: generic over V such that
p [e€ Ge. Given p [¢< g € G¢, we define a subset of Py \ & which is <*-dense

open above p \ &:
eq(§)={reP\&q reDor (V' >*r ¢ r' ¢ D)}

Since ¢ is non-measurable, the direct extension order of Py \ £ is more than

|Ge| T-distributive. Let (&) be a Pe-name for the set—

e(§) = [ €8

q€Ge



Then p [¢ forces that e(§) is <*-dense open above p\ &.
Apply lemma 1.3. Let p* >* p be such that p* [,= p [,, and there exists a
club C such that, for every o € C,

P TatilF p*\ (@ +1) € e(a)

Assume now that p* < g € D. Let v € C be as in the formulation of the claim.
Then—

P* Iyplbp" \ (v +1) €e(y+1)
In particular,
q lyalEp"\ (v +1) €e(y+1)

Finally, since there exists a direct extension 7/ = ¢\ (v +1) >* p*\ (y + 1)
such that ¢ [,4+1” ' € D, it follows that ¢ [,+17 p*\ (v + 1) € D, as desired. [

Lemma 1.5. P = P, preserves cardinals. It also preserves cofinalities > k.

Proof. P clearly preserves cardinals and cofinalities > x™, since it has cardi-
nality x+.

Let us prove by induction that every cardinal ;4 < k™ is not collapsed. For
limit p it’s clear. Suppose that g = A is a successor. Split P = Py * QA * P\
(A4 1). The direct extension order of P\ (A + 1) is more than p-closed, so it
preserves u. () preserves cardinals, whether A is measurable or not. Thus, it
suffices to prove that Py preserves At = pu, for every A < k. Suppose that Z:
is a Py-name for an increasing function from A to p, and this is forced by an
arbitrary condition p € Py. We will prove that there exists an extension p* of p
in Py which forces that the image of IJ is bounded in p.

For every £ < A, define the following P¢1i-name for a dense open subset of
PA\(§+1),

e(@) ={reP\&+1:35 < AT, rll—i(f) < 0}

We claim that e(§) is <*-dense open. First, let us argue that this suffices.
Indeed, by fusion, there exists p* € G and a club C' C X such that for every
fed,

P lenil 3oe < X, "\ (4 1) I £(€) < 5



and set—

0% = sup U{(S: Ir > p* leq1, 7k o =6}
cec ~

Then 6* < AT and, since i is increasing, p* IF Im (i) C o+ 1.

Let us prove that e(£) is indeed <*-dense open. Fix { < A\. Let G’ C Pryy
be generic over V, and work in V [G’]. Denote P’ = P\ (£ +1). Apply claim
1.4 for the dense open set D of conditions in P’ which decide the value of f ).
Given a condition ¢ € P’, there exists ¢* >* ¢ and a club C C X such that for
every ¢ <pe€ D,

ply1i” ¢ \(v+1) €D

where  is the least coordinate in C' above the non-direct extensions. Let—

6" = sup U {o:3s € P§+17 ST\ (v+1)IF i(&) =0}
~yeCl

Then ¢* IF f(&) < §*. O
The following lemma is a minor modification of lemma 3.6 from [?].

Lemma 1.6. Let A < K be inaccessible. Let p € Py and assume that f is a
Py-name for a function from X\ to the ordinals. Then there exist p* >* p, a

club C C X and a function F: A — [Ord]<’\ in V, such that for every £ € C,
P [(6) € FE).

Proof. For each & < A, consider the Pryi-name for the following set—
e(€) = {re P\\&: 34 € [0rd]™, 7l f(¢) € A}

It suffices to prove that for every & < A, e(§) is forced to be <*-dense open
subset of Py \ (£ +1). Indeed, once we prove this, there exist p* € G above p
and a club C' C A such that for every £ € C,

P" Teqalb 3de € [Ord]*, p*\ (€ +1) I £(£) € A(6)
and then, for every & € C, we can define—
F(&) ={v:3q¢>p" les1, qIF v € A¢}

Then |F(§)| < A for every £ € C, and p* I+ i(f) € F(&).



Let us prove that e(§) is <* dense open. Fix { < k. Let G’ C Pry; be
generic over V', and work in V [G’]. Denote P’ = Py \ (£ +1). It suffices to
prove that given a condition ¢ € P’, there exists a direct extension ¢* >* ¢ and
a set A € [Ord]~" such that ¢* IF i(f) €A

Let D C P’ be the dense open set of conditions r € P’ such that, for some
A e [ord™, r - i(f) € A. By claim 1.4, there exists ¢* >* ¢ and a club
C C D, such that for every ¢* < p € D, ply41” ¢*\ (' +1) € D, where
v =min (C'\ (y+ 1)), and ~ is the maximal coordinate in which a non-direct
extension is taken in the extension ¢* < p.

Let us construct a direct extension ¢** >* ¢* with the same support as

*

g*. Let p € supp(¢*) be a measurable, and assume that ¢** [, was con-
structed. Take an arbitrary generic G, C P,LIL with ¢** [,€ G,. Denote
' =min (C\ (p+1)). InV[G',G,], shrink the set é/q; to a set A such that, for
each n < w, exactly one of the following holds: Either for every s € [A]", there
exists direct extension ry >* ¢* [(, /) and a set of ordinals Ay with [A4| < A,

such that—

(t2 s, A\max(s)) 7"\ (W +1) - f(€) € 4,

or, there is no such s € [A]".

Let us prove now that ¢** has a direct extension which belongs to e(¢).
Assume otherwise. Let p > ¢** be a condition which decides the value of ,J: &),
and is chosen with the least number of non—direct extensions. Let v € supp(g*)
be the maximal coordinate in which a non-direct extension is taken, and let

v =min (C\ (v +1)). Clearly p > ¢*, and by the choice of ¢*,
plysi” ¢ \(Y+1) €D
In particular, for some A € [Ord]<*,
PP Tt N (Y + D) I f(§) € A

Now, let G-, C P, be generic over V [G'] with p [,€ G,. Then in V [G',G,],
there exists A € [Ord]™* such that—

(Al "\ + D IFf(§)eA



Let n < w be such that lh (t@) =n+1h (tg*). Then p [, extends ¢** [, and

thus forces that for every s € [ég]", there exists rs >* ¢* [(,,4] and a set A

(7>
bounded in A, such that—

(1, A7 \max(s)) 1 "g\ (7 + 1) £(6) € A,
Let r be a P,41-name for the direct extension of ¢* which is forced by—

(t7 s, A\ max(s))

to be rg, for every s of length n. Then r >* ¢* [, ./, and by direct extending

r inside the support of ¢*, we can assume that r >* ¢**

[(v,y] (note that
the coordinates in which a non-direct extension is taken in the extension r >*
q* (4,4 does not lie inside supp (¢*)).

By taking a union of the sets Ay above, there exists a set of ordinals A €

V|G, G,] with |A| < X such that—
1 AD T\ (D) () € A
G., was an arbitrary generic set with p [ € G,; thus, in V [G],
pIIF3A € Ord ™™, (1, A8 v\ (Y + 1) I f(§) €A

Let A be a PJ-name for the above set A, and let A* € V [G’] be the set of
all possible values of elements in A as forced by extensions of p [,. Then

A* € [Ord]™?, and-

—

Pl (AR T\ (r+ 1) I f(6) € A7

This contradicts the minimality of the number of non-direct extensions in the

choice of p > ¢**. O

Let us mention several immediate corollaries of the last lemma, all of them

were introduced in [?]:

Corollary 1.7. Let A < k be a regular cardinal and p € Py. Assume that o is
a Py-name for an ordinal. Then there exist p* >* p and a set of ordinals A of

cardinality |A| < X, such that p* |- o € A.

10



Proof. If X is a limit of measurables, then it is inaccessible, and then the proof
is included in the proof of lemma 1.6. Else, let A’ < A be the supremum of the
set of measurables below A. Then Py, = Py,. We can now repeat the argument
in the proof of lemma 1.6 for the forcing Py/, with minor changes: first define
D = {r € Py:3A € [Ord]™ such that r I a € A}. Direct extend p* >* p and
find a club C' C X such that for every p* < g€ D, q ly41" p*\ (v +1) € D,
where v/ € C is a above the finite set of non-direct extensions taken in the
extension ¢ > p*. Then, direct extend p** >* p*, without changing the support,
as in the previous lemma. Arguing as above, p** has a direct extension which
decides o up to < A-many possibilities.

We remark that if A > N +, a simpler argument exists: by GCH, Py is
A —c.c.. let A€V be the set—

A={&:3q>p qlF&=qa}
then |A| < XA and pl- o € A (here a direct extension of p is not required). [

Corollary 1.8. Let A < k be inaccessible, and assume that G\ C Py is generic
over V. Then X is still regular v V [G]. Moreover, every function f: X — A

in V [G,] is dominated by a function g: X = X in V.

Proof. Assume that A is singular in V' [G,]. Let p = cf(A\). Let f: u — X be an
increasing cofinal sequence in V [G,]. Let p € Py be a condition which forces
this. We argue that there exists § < A and p* > p such that p* IF Im(f) C 4,
which is a contradiction. Assume without loss of generality that p is the weakest
condition in Pj.

Work in an arbitrary generic extension of V with the forcing P, 1. We argue
that every condition ¢ € Py \ (1 + 1) has a direct extension ¢* € Py \ (u+1)
and function o — F(a) such that for every & < u, F(&) is a bounded subset of
A, and—

¢ = () € F(&)

Indeed, given & < p, f(£) is a Py \ (¢ + 1)-name for an ordinal below A. By
corollary 1.7, every g € Py \ (1 + 1) can be direct extended to ¢* € Py \ (u+1)
such that for some set of ordinals A¢ C X with [A¢| < X, ¢* I+ f(§) € A¢. Since

the direct extension order of Py \ (x+ 1) is more then u-closed, we can find a

11



single ¢* € Py \ (n+ 1), and, for every & < pu, a bounded subset A¢ C X such
that ¢* IF V& < p, ,J:(E) € Ag; then, set F(§) = A¢ as desired.

Since we worked in an arbitrary generic extension above (p + 1) and gave a
density argument in Py \ (1 + 1), we can assume that there exists p* € G such

that—

P" [u+1/F there exists a function § — F'(§) such that, for every £ < p,

F(¢) is a bounded subset of A and p* \ (z+1) Ik i(é“) e F(¢)

Finally, define, in V,

§ = sup U{B<)\: dg > p* [u41, (J”‘BEE(Q}

E<p
and note that § < A and p* I+ Im(i) C 4.
Let us argue now that every function f: A — X in V [G] is dominated by
a function g: A — X in V. First, in V [G], f is dominated by an increasing
function f': A — A. By 1.6, f’ is dominated on a club C' C X by a function

g A= AinV. Given £ < k, let ¢ = min (C'\ £ + 1). Finally, define g: A — A,
9(&) = g’ (ce)
Then for every £ < &, f(§) < f/(&) < f'(ce) < ¢’ (ce) = g(&). O

Corollary 1.9. Let A < k be inaccessible. The forcing P\ preserves stationary

subsets of \.

Proof. Tt suffices to prove that for every club in k, C' € V [G], there exists a
club in k, D € V, such that D C C. In V [G], let f: K — Kk be the increasing
enumeration of C. By corollary 1.8, there exists g € V' which dominates f. Let
D be the set of closure points of g. Clearly, D is a club. Let us prove that
D C C. Given a € D, « is a closure point of f, and thus a limit point of
Im(f) = C. Therefore o € C. O

Recall that a set of ordinals A € V' [G] is called fresh if A ¢ V and, for every
ordinal £ < sup(A), ANE& € V. Every old measurable p < k clearly has a fresh
unbounded subset: its Prikry sequence. So if sup(A4) was a measurable cardinal
below x in V', A might be fresh over V. Let us address the case where sup(A)

is k or k1.

12



Lemma 1.10. P = P, does not add new unbounded subsets of k or k™ which

are fresh over V.

The proof appears in [?]. Having no fresh subsets of x,x", together with

preservation of cardinals and 2% = k™, leads to the following key property:

Corollary 1.11. Let W € V [G] be a k-complete ultrafilter on k. Then WNV €
V.

For the proof, see proposition 2.1 in [?].

Corollary 1.12. Let W € V [G] be a normal measure. Then WNV €V is a

normal measure of Mitchell order 0 in V.

Proof. Denote U = W N V. By corollary 1.11, U € V. U inherits normality
from W, since it is closed under diagonal intersections. Finally, let us prove
that U has Mitchell order 0. Assume otherwise. Then U concentrates on the
set A of measurables below x in V. Hence, A € W. However, in V [G], each
cardinal in A is singular and has cofinality w, and by normality of W, it cannot

concentrate on A. O

2 Normal Measures in the Generic Extension

Our goal in this section is to prove that there exists a bijection between normal
measures of Mitchell order 0 on & in V, and normal measures on  in V [G].
Let U € V be a normal measure of Mitchell order 0. We will define a normal

measure U* € V [G] which extends U. We will prove the following:

Theorem 2.1. Every normal measure W € V [G] on k has the form U* for
some normal measure U € V of Mitchell order 0. Furthermore, U* is the

unique normal measure in V' [G| which extends U.

Let U € V be any normal measure on x of Mitchell order 0. After forcing an
iteration of Prikry forcings, with any standard support, one can define, in the
generic extension V [G], a natural filter which extends U: The filter consisting

of sets (A), where A is a name for a subset of x, such that, for some p € G,

{a<k:plFaeAleU

13



or simply ju(p) IF & € ju (A4), in My.
Forcing with nonstationary support has the advantage, that this filter is

actually a normal, k-complete ultrafilter.

Lemma 2.2. Let U be a normal measure of Mitchell order 0 on k. Define
U* € V[G] as follows: For every Pq-name A for a subset of k, (A)g € U* if
and only if there exists p € G such that ju(p) b & € ju (A). Then U* is a

normal, k-complete ultrafilter in V [G], which extends U.

Proof. Denote for simplicity P = P,. Let us first check that U* is well defined.
Assume that A, B are P-names for subsets of , and p € G is a condition such
that p IF A = B. Then jy(p) IF ju(4) = ju(B), and thus ju(p) IF & € ju(4)
if and only if ju(p) IF & € ju(B), so (4); € U* if and only if (B), € U*, as
desired.

It’s not hard to verify that U™ is a filter. Let us prove that it’s k-complete
(thus, in particular, it’s an ultrafilter). Assume that v < x and (Ag: f < 7) is
forced by the weakest condition to be a partition of .

For every a € (v, k), let e(a) C P\ (a4 1) be the following <*-dense open
subset:

ela) ={reP\(a+1):3" <y riFac Ap-}
By lemma 1.3, there exists p € G and a club C C & such that for every a € C,
P latilFp\a+1€e(a)

Cis a club, so C € U, and thus,

P 0g. IF36" <y Jju@)\ (v + 1) &€ ju(ds)

therefore, for some ¢ > p, ¢ € G and B* < v,
qlFjup)\ K IFE € ju(Ap-)

so ju(q) IF & € ju(Ap-)-

Let us prove normality. Assume that f is a name for a regressive function

~

from k to k. Work in My. jy(f) is forced there to be a regressive function.

~

There exists a P, 1-name for a dense open subset D of jiy (P)\(x + 1), consisting

of all the conditions which force that jy(f)(k) = 8* for some f* < k. Let

~
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a — e(w) be a function in V which represents D in the ultrapower construction.
We can assume that for every a < k, e(a) is a P,1-name, forced by the weakest
condition to be a <* dense-open subset of P, \ (o + 1). Now we apply fusion

just as before, and find p € G such that—
p0gq,. Ik 8" <k julp)\ (k+1)IF jU(i)(n) =pg*
so for some ¢ € G, g > p, and for some * < Kk,

ju(@) I+ ju(f)(k) = 87

~

Therefore, {£ < k: f(§) = 5*} € U* as desired. O

Now, given a normal measure W € V [G] on k, denote U = W NV. By
corollary 1.11, U € V. Our goal will be to prove that W = U*. We start with

the following observation:

Lemma 2.3. Let W € V [G] be a normal measure on k. Let jw: V [G] — M [H]
be the ultrapower embedding. Denote U = W NV, and define k: My — M as

follows: k([f];;) = [fly - Then:
1. k: My — M is an elementary embedding.
2. koju=jw lv.
3. k [,= id, where p is the first measurable above k in My . In particular,
for every n < p, there exists f € V' such that [f]; = [flyy =n-
4. crit(k) = .
5. (Vu)M = (Vu)MU-
Proof. 1. kis well defined, since, if [f],; = [g],/, then {z < k: f(z) = g(x)} €
U, and thus this set belongs to W. So [f]};, = [g]y,- Similarly, k respects

€. Finally, assume that ¢(ay,...,a,) is a formula and f,..., f, are

functions. Then:
Myt @iy aly) < (2 <5 VE @A), ful)} €U
= {z<r:VEp(filr),...,falr)} eW
< MHEME(fily,- - Unalw)

= MEo(fily,-- Ufnlw)
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2. Clear from the definitions.

3. First, let us note that for every n < T, k(n) = n, using the canonical
function which represents . Also, k (k7) = ™ since k* is represented by

the successor cardinal function. Thus, crit(k) > xT.

Now, assume, for contradiction, that there exists n < p such that k(n) > 7.
Take the minimal such 7. There exists g € V' [G] such that [g];,, = 7. Let

h: k — K be a function in V' such that [h]; =n. So-

[9lw =n=[hly < [hly

and thus, by changing g on a set which doesn’t belong to W, we can

assume that, for every £ < k,
g(&) < h(€) < the first measurable above &
For every ¢ < k, let e(€) be the Pri1-name for the following set—

e€) ={re P\ (§+1): 3a<h(E), riFg(&) = a}

this set is <*-dense open, since the direct extension order is more than
h(§)-closed. Apply fusion. There exist p* >* p and a club C' C k such
that, for every & € C,

P lerlFp™\ (€+1) €e(§)

in other words,
P leqrl Ja < AE), P\ (E+ 1) IFg(§) =a
Define F': C' — V as follows: For every & € C, set—

F)={a:3a € Pey1 a>p" [g41 and o™ p* \ (£ +1) I g(§) = a}

Note that for every € € C, p* I+ g(&) € F(€), and |F(¢)] < |¢|T. Also,
C € U and thus C € W. Therefore, in M [H],

n=lglw € [Fly = jw(F)(K) =k (ju(F)(x))

but, in My, |ju(F)(k)| < k*, which is strictly below the critical point of
k. So n € Im(k), i.e., for some a < n, n = k(a). But  was the minimal
such that k(n) #n, so a < n and o = k(a) =, a contradiction.
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4. Tt suffices to prove that k(u) # p. Since p is measurable in My, it suffices
to prove that p is not measurable in M. Assume otherwise. Then in
V[G], cf(u) = w would hold. Therefore, in V, cf(u) < k. By closure

under k-sequences, this is true in My as well, a contradiction.

5. It suffices to prove that, for every o < p, (Vo)™ = (Vo)™?. Indeed,

Vo) =k ((Va)™) = k" (V) ™) = (va) ™

We now have all the tools necessary for the proof of theorem 2.1

Proof of theorem 2.1. Assume that W € V [G] is a normal measure. Denote
U =WnV. Let us use the notations of lemma 2.3: Assume that jy : V [G] —
M [H] is the ultrapower embedding of W, and let k: My — M be such that
Jw lv=Fkoju.

Let us prove that W = U*. Since both are ultrafilters on &, it suffices to
prove that U* C W. Assume that X € U*. Let )N( € V be a P,-name such that
(X)g = X. There exists p € G such that ju(p) IF & € ju (X). By applying k,

Jw(p) IF & € jw v (X)

since crit(k) > k. But jw(p) € jw(G) = H. Hence, in M [H],

k€ (w v (X)) g =Jjw (X)g) = jw (X)

~ ~

so X € W. O

3 The Structure of jy [

As usual, let W € V [G] be a normal measure, and denote U = W N V. Let
k* = ju(k). Given a < k, recall that U}, is a P,-name, forced by the weakest
condition in P, to be the normal measure on « used in the Prikry forcing ga.
Let Y = (Un: a € A) be the sequence of names, such that, for every a € A, U,
is forced by the weakest condition in P, to be u,nv. Given G C P, generic
over V, let U = (Uy: @ € A) be the interpretation of the names in I with

respect to the generic G.
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Our goal in this section is to factor jy [y to an iterated ultrapower of V|
while revealing, simultaneously, more and more information about the generic
set H = jw (G).

By induction, we define for every a < x* a model M,, an embedding
Jo: V. — M,, a measurable cardinal u, in M, and a measure U,, € M,
on it. The definition goes by induction on a < k*, such that the sequence of
models (M, : a < £*) is a linear iterated ultrapower of V' with direct limit M,.«.
The iteration is continuous, namely, for every a < x* limit, M, is the direct
limit of the models (M, : o/ < ).

Given a < k*, we define p, to be the least measurable p in M, such that
for every o/ < @, pos < pt, and such that (cf())" > k. We will define a measure
U, € M, on pio. We postpone the definition of Uy, but mention only that it
will have Mitchell order 0. After U, is defined, we take My41 = Ult (M,,U,,,,)

o

0 Ja-

and jot+1 = (ju,., )

Our goal in this section will be to prove the following:

Theorem 3.1. M = M+, jw [v= ju= and * = jw (k). IfU € V, then both
M and jw v are definable classes of V.

Remark 3.2. Given a < k*, we will prove, in the next section, that every
inaccessible X of M, above i = sup{pas: o < o} satisfies (¢f(\)” > k. So
whenever g, is picked as the least measurable above fi with cofinality > Kk in'V,
it is simply the least measurable above fi. The proof appears in lemma 4.6, and
a simpler characterization of (uo: o < K*) appears in corollary 4.7. In order
to avoid complications in the current section, we chose to provide those results,

which involve a detailed study of the iteration (M, : a < K*), in the next section.

The proof of theorem 3.1 goes as follows: By induction on a < k*, we define

an elementary embedding k. : M, — M, as follows:

ka (ja(h) (Ii, Hags - "/’I’ak)) = ]W(h) (Kwu'am s 7/1'0%)

forheV, k<wand ayg<...<ax < a.

Note that for « = 0, kg = k is the embedding defined in lemma 2.3. In
general, it’s not trivial that k, is a well defined elementary embedding. This
will be proved in lemma 3.3. We denote A, = crit (k). We will prove that for

every a < k*, the following properties hold:
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(A) ko: M, — M is an elementary embedding, and jw [v= kq © ja-

(B) A4 is measurable in M,.

(C) A4 appears as an element in the Prikry sequence of k, (\y) in M [H].
(D) Ao = la-

(E) Let Uy, = {X C pta: pa € ka(X)}NM,. ThenU,, € M,, and is a normal
measure of Mitchell order 0 there. Moreover, jw (U) (ka(tta)) = ka (UL, ),
and, if U € V, then U, = jo U) (tta)-

After we prove that properties (A)-(E) above hold for every a < x*, we will
show that k.« is the identity function.

Let us assume now that the Mg-ultrafilter U, , and the embedding kg: Mg —
M have been defined for every 8 < «, such that properties (A)-(E) hold. We

first prove that k, is indeed elementary.
Lemma 3.3. k,: M, — M is an elementary embedding, and jw [v= ka © ja-

Proof. We prove only that k, is a well defined injection (and the rest of ele-
mentarity follows similarly). Assume that a,a’ € M,,. Let k < w, h,h/ € V and

ag < ... < ar < o be such that—

!

a:ja(h> (H7Ma07"'?/'[/ak) , @ :ja<h/> (Kvuaow"auak)

If o is limit, let &’ < « be high enough such that po > fa,. By induction,

Jw lv=kas © jor, and thus—
Jw (h) (Hvuao’ s ’Iu(lk-) = jW(h/) ("Qv,uaov cee 7,uak)
— ja'(h) (Hhuoéo? s ’:uak) = ]a'(h/) (Kvﬂozoa s 7,“0519)
@ ja(h) (1{7/’6(107 R ’/’l/ak) = ja(h/) (K“’/""OCO7 A 7IJ/Otk)
If & = o’ + 1 is successor, we can assume that o = o', and then—
jW(h) (K’ruaov SR 7#0%-) = JW(h/) (Hnu‘aoa B ,U'ik)
= o € ko ({y < ot Jor (N)(By fhags -+ s a1, Y) = Jar (B)) (K fhag s - - - ,,uakfl,y)})

— {y < ot ja’(h’)("{v/‘ao’ s 7/’[’ak—l7y) :ja’(h’/)("@a Hag s - - - ’lu’ak—lﬁy)} ey o

— ]a(h) (Hvuam e 7/’I’Qk) = ja(h/) (’%7”07 e 7Mak:)
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Finally, we argue that k, o j, = jw [v: Foreach x € V,let ¢,: Kk = V be

the function such that for every & < k, ¢;(§) = . Then—

ko (ja(2)) = ka (ja(ca)(r)) = jw(ca) (k) = jw (2)
O

Since « is fixed from now on, we denote simply A = A\, = crit (ko). Then A is
a regular uncountable cardinal. Our goal will be to prove that it is measurable
in M,, and moreover, A = p,. There are several straightforward limitations on

the value of \:
Claim 3.4. sup{p: & <a} <A< ug.

Proof. By the definition of k,, for every o < a,

ko (/J'a’) = kq (]a (Zd) (Ma’)) =Jjw (Zd) (Ma/) = Mo

Now, if & < pio for some o < a, then jo o(z) = . Thus, for some h € V, and

ag < ... < ap <, x=jJo (R) (K Pags - tay)- Denote I = (fagy -« - s oy )-
Then—

ka(r) = ko (ja(h) (r, 7)) = jw (h) (5, ) = kar (Jar (B) (%, i) = ko () = @

where the last equality holds since © < pos, and, by induction, crit (ko) = fiar-
This shows that crit(k,) > pa for every o/ < a.
For the second inequality, recall that u, is measurable in M, which satisfies
(cf (,ua))v > k. If ko (fta) = fa, then, by elementarity, . is measurable in M.
Therefore, in M [H], cf (o) = w, and thus in V' [G], cf (4o) = w. Therefore, in
V, cf (o) < k, a contradiction. O

Recall that for every 8 < «, 11 appears as an element in the Prikry sequence
added to kg (ug) in M [H]. Assume that it is the (ng + 1)-th element in this
Prikry sequence, and has an initial segment ¢z of length ng below it. Note that,
by induction, kg (tg) = t5.

We now provide a useful way to represent elements in the model M.

Definition 3.5. An increasing sequence {(ay,...,ax) of ordinals below k* is

called nice if, for every 0 < i < k, there are functions g;,t;, F; € V such that-
Ha; = Ja (gl) (’@ Hogs -+ - - 7#(11'71)
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ta, = Ja, (tl) (Hv Hag) - - 7/'l’ai—1)
Uﬂai = Jay (Fz) (“7 Hags - - - 7Ma¢71)
(for i =0, pag = Jao (90) (K), tag = Jao (to) (k) and Uy, = ja, (Fo) (k) ).

(We remark that the functions F; used to represent U, o, Will be relevant
only in the next section, so the third requirement, that includes them, can be
omitted from the definition at the moment). It’s not hard to prove that, given

a pair of nice sequences, the increasing enumeration of their union is nice.

Lemma 3.6. Every element in M, has the form—

Ja(h) (’{a,uao» .. ')/LLOék)

for some k < w, (k + 1)-ary function h € V and a nice sequence {ay, . .., o) of

ordinals below c.

Proof. We assume that the lemma holds for every o < a. Let z € M,,.

If o is limit: There exists o’ < a and 2’ € M, such that = ju o (2'). By
induction, 2’ = jor (h) (Hag, - - - s Hay ) fOr a nice sequence (o, ..., o) below o
Then x = jo (R) (Bags - - - » Hay ), as desired.

If @« = o + 1 is successor: Let f € M, be a function such that z =
Jora(f) (ar). Let hy, ho, hs, hy € V be functions, and (ao, ..., ax), (Bo, .-, B1),
(Y0, - +57s)s {(d0y--.,0,) be nice sequences below o’ such that—

f=Jar (M) (Bag, -+ s Haw) 5 tar = Jar (h2) (g5 - - 118,)
tor = jor (h3) (U’mv cee U’ys) ) Uua/ = Jor (ha) (N&m e 7#&)
The increasing enumeration of—

{ag, .., ap) U{Bo,- - B U Yo, -5 7s) U (80, ..., 00) U {a)

is a nice sequence. Denote it by (go,...,em,a’), where &, < .

By modifying the function hy in V', we can assume for simplicity that—

f=Jo (hl) (,Uso, cee vﬂsm,)

Define, in V', a function h, as follows:
h(<V0a"'7V’maV>) :hl (Voa"'al/m) (V)
Then jo (h) (fegy - - - 5 He,, » thar) = T. O

21



We now introduce several notations. We fix those notations throughout the
proof that properties (A)-(E) hold at a. Recall that crit (k) is denoted by .
Let h € V be a function such that—

A= ja(h) (’@Mozm cee ?IU/Oék:)

for a nice sequence (ap,...,ax) below a. Fix, for every 0 < i < k, functions

gi,t; € V as in the definition of a nice sequence. In other words—
/’(‘Oti = .]OZL (gl) (K/7 /’[/Otoa cee 7/1/011'71)

la; = Jau (tz) (K,,U/am s 7”0&—1)

Remark 3.7. 1. The functions g; might be more or less the same. For
instance, set, for every & < Kk, go = s(§) = the first measurable in V
strictly above &, and g1(&,v) = s(§). Then py = jo(go) (k) and py =
J1(90) (%) = ja (g1) (K)-

2. It is not necessarily true that, given &, v, h(&,V) > g;(§,vo,...,Vi—1).
For instance, take, pa, to be a measurable of Mitchell order > 0 in My,
and A to be the first measurable above it in M, +1 = Ult (Mak, Uuak)-
Then A = jo,+1(h) (K, fta,, ), where h(&,v) = s(v). Assume that pa, =
Ju(f)(€) for some f € V. In M[H], ku, +1(N) < ku,, (Ha,), namely,
(&, pray, () < [ (&) for a set of &-s in W, where £ — g, (€) is a function
in V' [G] represents (i, in the ultrapower with W.

Given 8 < a, recall that, by induction, ug appears in the Prikry sequence of
ks(ug). For every 0 < i < k, denote by n; < w the length of the finite sequence
t;, which is the initial segment of the Prikry sequence of kg, (ta;) below fiq,.
Then i, is the (n; + 1)-th element in this Prikry sequence.

For every i < k, we define, in V [G], a function & — pg,(§) such that

€ fas ()] = e

o For i =0, set the (ng + 1)-th element in the Prikry sequence of go(&) to
be fia,(§)-

 Assume that i < k, and the functions § — jia, (&) have been defined for

every j < i. Let pq,(§) be the (n; + 1)-th element in the Prikry sequence
of gi (Nao (6); sy Moy g (6))
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For every 0 <i <k, [£ = pia,(§)]y = ta,, and—

tai = [5 — ti (faﬂao (g)v s DI‘I’ai—l(g))}W

where the last equality follows since crit (kq,) = pia, and thus ka, (ta;) = ta,-
We fix an abbreviation, £ — ji(€) for the function & — (fay (§),- - -, thay (£))-

Given &,V = (v, ..., V), denote—

£, 7) = (to(€), 11 (& v0), -+ stk (6,110, - Vk—1))

Our next goal is lemma 3.11, which generalizes the Fusion Lemma 1.3. We
deal there with sets which are <* dense open above conditions which decide
the values of {piq,(€), ..., ta, (§)). We first define the notion of a C-tree, which
consists of sequences (£,7) = (&,vg,...,v,) which are possible candidates for
the exact values of (€, tiag(§),- -, tha,, (§)). Then, we define in 3.10 whenever
such a candidate is admissible for a given condition p € G, in the sense that p

can be extended to force that [i(§) = 7.

Definition 3.8. A tree T C [k]*"" is called a C-tree (with respect to a fized
nice sequence (o, ..., ax)) if Sucer () is a club in K, and for every i < k and
(& vo, ..., vy €T, Sucer (&, vo,-..,v4) is a club in giy1 (§,vo, ..., v4).

Given i < k and a sequence (£, vg,...,v;), a C-tree above it is a tree
T C k)", such that Succr(()) is a club in giy1 (€,v0,...,v;) and, for ev-
eryi+1<j<k-—1and (Vit1,...,vj) € T, Sucer (Viy1,...,v;) is a club in

gj+1 (571/07' "ayj)'

Claim 3.9. Let T be a C-tree. Then, in V [G],

{€ <kt (€ pag(€)- - pa(§) €THEW

Proof. Work in V' [G]. First, {€ < k: pia,(§) € Sucer(§)} € W. Indeed, for each
& € Sucer(()) € W, Sucer(€) is a club in go(§), and thus—

o € ko ([€ = Sucer ((£))])

This holds since [§ — Succr ((§))] is a club in [go],; = fta, and thus belongs
to U,

Hog *

Now proceed by induction. For every ¢ < k — 1,

{€ <k o, (§) € Sucer (€ prag (§), -+ 1oy ()} €W

23



Indeed, denote—

C :jai+1 (<£7V03"'vyi> = SuCCT (571/07- ,.’l/i)) (Hauam"'a,uai)

Then C is a club in jo,,, (gi+1) (K, Bags - - -+ fa;) = Hayy,- Thus C € U,

Payiq?

and fia, , € ko, (C), as desired. O

i+1

Definition 3.10. Fiz a < k and a nice sequence (o, ...,a ) below «. Let
p € P, be a condition and (&, vy, ...,vr) be a sequence below k. Let us define
whenever (§,vy, ..., V) is admissible for p, and in that case, define as well an

extension p— (&, vy, ..., vE) > p in Py.
1. (&, vp) is admissible for p if-
P lgoe)l (to (6) (vo), A7 () \ (vo + 1)) s compatible with p(go(€))
if this holds, and tzo(ﬁ) is an initial segment of to(§) " (vo), let—
P& 10) = P lgoe) (to (&) (10), A () \ (0 + 1)) P\ (90(§) +1)
otherwise, let p™ (£, 1) = p.

2. Let 0 < m < k. Assume that (&, vg,...,Vm) is admissible for p and

p (& Vo, ...y VUm) has been defined. Denote—

Im+1 = gm+1 (§, 10, Vm)
tm+1 = tm+1 (57 Vo, ey Vm)
We say that (£, v, ..., Um+1) s admissible for p if—

P10, Vm) T F(Emg1 ™ (Umg1)s A§m+l \ (Umy1 + 1)) is
compatible with (p™ (&, vo, .-, Vm)) (Gm+1)

if this holds, and tg;ﬁ’yo """ vm) is an initial segment of ty1 " (Vmy1), let—

—~

pA<€7V0a ceey Vm+1> :(p/\<£71/07 sy Vm> rgm+1)
<tm+1/\<Vm+1>vA§m+1 \ (Vm—H + 1)>A

(p,\<€al/07' . .,Um>) \ (gm-i-l + 1)
else, set p7 (&, Vo, o, V1) =D (&, W0y -+, Um)-
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Finally, assume that p is a condition, £ < k, i < k and (vg,...,v;) is a
sequence such that p I+ <L{ao €),.. o Hay &) = (vo,...,v). Given a sequence
(Vit1,-..,Vk), we can define similarly whether it is admissible for p; if it is, we
say that (Viy1,...,vg) is admissible for p above (£, vy, ...,v;), and define, in a

stmilar way as above, the condition p™ (Vit1,. .., Vk)-

Lemma 3.11 (Multivariable Fusion). Fiza < k and a nice sequence («o, . . ., o)
below «. Let p € Py, be a condition. Assume that for every (€, vo, ..., vg) below K
there exists a subset e (§,7) C P, \ (vg + 1) which is <*-dense open above every
condition g € P\ (v + 1) which forces that E(f) = . Then there exists p* >* p
and a C-tree T, such that for every (&, vy, ...,vg) € T which is admissible for
P’
(" {6 D) Tueale (P (6 \ (vk +1) €e(&,7)

Proof. For every i < k and (&, vy, ...,v;), we define a subset e (&, vp,...,v;) C
P\ (v; + 1) which is <*-dense open above every condition ¢ € P\ (v; + 1) which
forces that—

<N0to(£)v cey Moa(f» = <V07 . '7Vi>

~ ~

as follows:

e(&vo,...,v;) ={q € P\ (v; + 1) : there exists a C-tree T above (&, vy, ...,V;)
such that, for every (v;t1,...,v,) € T, which is admissible for
q above (&, vg, ..., V),

(@™ i1, vk) TuetlE (@7 Wisns - ve)) \ (e +1) € €(€,0)}
The lemma now follows by applying, repeatedly, the following claim:

Claim 3.12. Let 0 < i < k and fix an increasing sequence (&, Vo, ..., Vi, Vit1)-
Assume that e (&, v, ...,V Vip1) is <*-dense open above every condition in

P\ (vig1 + 1) which forces that oy (§),. -+, trai, (&) = (Vo,-.-,Vig1). Then

e(& vy, ... ,v;) is <*-dense open above every condition in P\ (v; + 1) which

forces that <ga0(§), s Py (&) = (vo, ..., ).

Proof. Let p € P\(v; + 1) be a condition which forces that (pq,(£), ..., pra,(§)) =

(vo, ..., v;). Denote for simplicity g;11 = gi+1 (&, 0, - .., v4). First, direct extend
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P lg:y, such that it decides the length of ., and whether t§ . t;41 (§,v0, ..., v4)

are compatible:

1. If p | decides that t§ — and t;11 (&, v0,...,v;) are incompatible, do

gi+1

nothing.

2. If p [4,,, decides that the length of o, 1s above n;y1 + 2, direct extend
it further, such that for some v < git1, p lg,IF ), (niv1 +1) < v

(namely, v bounds the (n;41 + 1)-th element in the Prikry sequence of

gz‘+1)~

3. If p lg;,, decides that g;+1 ¢ supp (p), direct extend p such that t) ==

tiv1 (&0, V).

4. Ifp |
extend by shrinking A2 to AP\ (max (t;+1 (§,v0,...,v:)) + 1).

~Ngi+1 ~Ngi+1

decides that the length of ¢t is less or equal than n;; 1, direct

gi+1 gi+1

Assume that p is already direct extended as described above. Let us direct

extend p* [4,,,>" p l4,,, using the Fusion lemma in the forcing P |

) For

(Vi git1

every v € (v4, git1), consider the following <*-dense open subset of P [(,41,g,,,):

E@)={r € Pl(us1,g40): ifri-ty, =t (§v0,...,v5) and v € AY

gi+1 ~Ngi+1?
there exists a direct extension—
q=qv) =" (g, W), Ag , \(+1)" P\ (gi+1 +1)

such that r "¢ € e (§,v0,. ..,V V)}

The <*-density of E(v) follows from the <*-density of e (§, vy, ..., v;, ) above
any condition which forces that (v a, ()., fra; 1 (§)) = (& Y0, -, Vi, V).
Apply Fusion, and let p* [y, ,>" p [4,,, be a direct extension, such that for

some club C' = C (&, vy, ...,v;) C gi+1, and for every v € C,

p* o1 lFp"\(v+1)€e(&vo,...,vi,v)

Shrink C' such that C' N (v + 1) = ( (if necessary, namely, if v was defined and

C' contains ordinals below it).

¢

Let us define now p* (gi41). For every v € C, such that p* [y, IF ., =
tiv1 (& vo,...,v) and v € ég;l, let g(v) be the condition as in the definition
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of E(v). For every other value of v, let ¢(v) = p\ ¢gi+1. Now, direct extend

p(giy1) to-
P (git1) = <L§i+1’é§i+l n (Ay<gi+1éggﬂ) ne)

Finally, we define p* \ (gi41 + 1) = ¢ (v), where v is the (n;41 + 1)-th element
in the Prikry sequence of g;;1.

Let us argue now that p* € e (£, g, . ..,v;). We first define a C-tree T above
(& vp,...,v). Let Sucer (()) = C = C (& vo,...,vi) . Fix v =v € C, and
let us define 7'y, which is the tree T" above the node (v).

If p* 1g,,, forces that tg;l #ti1 (& vo,...,v) or v ¢ ég;l, let T,y be any
C-tree above (¢, 1y, ...,v;,v) (we will prove that any branch starting from v in
T is not admissible for p*).

Else, note that—

—~

P =0 Mgt AR N D) (g + 1) 2707 (g, aw)

since ég;l \ (riz1+1) C égfﬁ“). Thus, p* ™ (v) belongs to e (&, vy, ..., v;,v).
This is witnessed by a P [,,;1-name for a C-tree T’ (v) above ({, vo, ..., v;,v). We
construct Tj,y in VPt t0 be a C-tree which is forced, by p* () [,41=p* [,11
to be contained in 7' (v). The definition is inductive: First, let Succr (v) C git1

*

be a club in VFvi+1 which is forced by p* [,41= (p* (V') .41 to be contained
in Succyp ) (()); Such a club exists since the forcing P [(,, ,+1) has cardinal-
ity strictly below g;y1. Now, given v;42 € Succr (v), let Sucer (v,viy2) C
giv2 (&, V0, .., Vi,V Viyo) be a club which is forced by p* [,41 to be contained
in Succyg () ((Viy2)). Continue in this fashion.

This finishes the definition of T'. Finally, assume that (v;11,..., ) belongs
to T and is admissible for p* above (§,vy,...,v;). Then p* [,, 11 forces that
(Vig2,...,vk) € T (v). By admissibility of (vjy1,...,v) for p*, vi11 € ég;l,
and t§:+1 is compatible with, but not a strict initial segment of ¢; 1 (&, vg, ..., ;).

Since v;41 belongs to C (&, vp,...,v;), and in particular is above -, tg_* =

i+1
ti-‘rl (ga Yo, .- Vi)' Thusv

*

p*(gi+1) = (tit1 (& v, i), A )

and as before, p* " (v;11) >* ¢ (Viy1). Thus p* ™ (v; 1) forces that (v;42,...,v%) €

27



T (viy1) and therefore,

(" (Vi1 Vigz, - V) Tugtls (077 (Vir, Viga, - ve)\(ve +1) € e (& v, -, V)
as desired. 0
Let us prove that the above claim completes the proof of the Multivariable

Fusion Lemma. Let ¢ < k. By applying the claim repeatedly, the set e(§) is

<*-dense open, where e (£) is defined as follows:

e(€) ={qg € P\ (£+1) : there exists a C-tree T above (£) such that, for every

(vo,...,vE) € T, which is admissible for ¢ above (£),
(@ (o, k) Toer1ll (@ (o, vi) \ (e + 1) € e (€, 7)}

Thus, given a condition p € Py, there exists p* >* p and a club C' C &, such
that, for every £ € C,

P Teralkp™ \ (§+1) € e(§)

In particular, p* [¢;1 forces that there exists a Peyi-name for a C-tree T'(&)
above (&), such that for every (vp,...,v) € T(§) which is admissible for p* \
(£+1) above &,

P\ (E+1)" wos o vk) TueaE (PPN €+ 1) (o, w)\ (e +1) € €(8 00, - -

Now, we can construct in V' the C-tree T as desired in the formulation of the
lemma, such that Succr (()) = C, and, for every £ € C, Ti¢) is a tree in V which
is forced by p* [¢41 to be contained in T'(§). Then p*,T are as desired. O

Remark 3.13. The condition p* and the C-tree T, obtained from the Multi-
variable Fusion Lemma, can be assumed to satisfy the following property: For

every i < k, ({,vo,...,v;) € T which is admissible for p* , and for every

Vit1 € Sucer (& v, ..., Vi),
& vy 1) i1 (€ v0smenss) Il (¢, vo,...,vi,vit1) is admissible for p*
this requires a minor change in the definition of the set e (&, vy, ..., v;), which

is adding the above as requirement (the same proof provided shows that this

additional requirement holds).
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Thus, if we apply the standard density argument and choose the condition

p* provided by the Multivariable Fusion Lemma inside G, it follows that—
{€ < k: (&) €T is admissible for p* and p* ™ (€, [i(§)) € G} e W

Indeed, note first that X = {£ < k: (§,[i(§)) € T} € W by claim 3.9. Note that
ifY ={§ € X: (£ (&) is admissible for p*} € W then { € Y: p* (&, [i(§)) €
G} € W, since p* € G, by the definition of the functions [i(£).

Thus, it’s enough to argue that—
{§ < k: (&) €T is admissible for p*} € W
Indeed, we proceed by induction on i < k. Assume that—
{£eX: 0" (& thag(§), -y pa; (&) is admissible for p*} € W

For every such £ < K,

P 00 (€)1 (O) T (o @i @) | € a0 (), 1, (€)) i admiissible for p*

and the decision must be positive for a set of §-s in W, since tip1 (fao(£), - -+ s oy (§)) (Baus (£))
is an initial segment of gi11 (€, tag (§), - - -, tha; (§)) for a set of €-s in W. There-

fore,

{6 X0 (€ ey €, -+ s (§)) is admissible for p} € W

We are now ready to prove that A is measurable in M, which is property

(B) above.
Lemma 3.14. X\ is measurable in M,.

Proof. Assume otherwise. Then it can be assumed that for every & and 7,
h(€,7) is a non-measurable regular cardinal. Let f € V [G] be a function such
that [f],,, = A. Let J €V be a Py-name such that (i)G = f. Similarly, let
E € V be the sequence of P-names %ao({), o oy, (£)) described above. In
M [H],
[flw <dw () (5, fi)

and thus we can assume that there exists a condition p € G such that, for every
£ <k,

Pl () <h(E ()
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From now on we work above p. We can also assume that p forces, for every
0 < i < k, that pq,(€) is the n; + 1-th element in the Prikry sequence of
gi (éa gao(g)a SRR ,/ioéi—l (g))

Apply the Multivariable Fusion Lemma. For every (£,7) = (&, vo,..., V),
let—

e, 7)={re P\ (v +1): 3a< h(7D), rll—i(f)<a}

Since h (€, 7) is regular and non-measurable, and by corollary 1.7, e (£, 7) is <*-
dense open above conditions which force that f(£) = 7. Indeed, fix a condition
q € P\ (v + 1) above p. Denote h = h (£, 7). First direct extend ¢* \ h >* g\ h
such that—

q [nlF a < h, q*\hlki(f):a

this is possible because the direct extension order of P \ h is more than h-
closed, since h is non-measurable. Now, apply corollary 1.7 to direct extend
g [h=" p [, such that, for some a < h, ¢* I f(€) < a.

Let p* >* p and T be a C-tree, such that, for every (£, vo, ..., ) € T which

is admissible for p*,

(P& 7)) Tyl Ja <h(&7), (P (&) \ (e + D) - f(§) <a

~

We can assume that p* € G, by applying the same argument above any condition
which extends p. For every (£,7) € T, pick a P, ;1-name « (&, 7) for the above
a.

Given (&, v, ...,v;) € T which is admissible for p*, let—

6 (& V) =sup{y < h(&§0): Ir>p" (,0) lq1, TIF a(§,7) =7}

Note that 6 (§,7) < h (£, 7) since the forcing P [, +1 has cardinality strictly
below h (&, 7) (we can assume that h (&,7) > |vg|" since A > . . The latter
can be easily verified since k, maps p,,, and its successor, to themselves, and

A = crit (ko) ). It follows that for every (£,7) € T which is admissible for p*,

PTED) I £©) <6(E7)

and the mapping (£, 7) — § (¢, 7) lies in V.
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Apply remark 3.13, and let us assume that—
{€ < k: (& H(E)) € T is admissible for p* and p*™ (£, [i(§)) e G} e W

For every ¢ in the above set, f(£) < ¢ (&, fi(€)) holds in V' [G]. Thus, in M [H],

A= [flw <[E= (& aE)lw = ka (o ({5, 7) = 0 (&, 7)) (K pag, - - 5 He))

But this is a contradiction since A = crit (k) and—

Ja ({€, V) = 6 (&, 7)) (Hv/iaov'“vﬂak) < Ja (h) (K, 1) = A

O

Lemma 3.15. Denote \* = k,(\). Then A appears in the Prikry sequence of
A* in M [H].

Proof. In M [H], denote by ¢y the finite initial segment of the Prikry sequence
of \*, which contains all the elements strictly below A\. By modifying the nice
sequence {ayg,...,ax), we can assume that there exists a function (¢, 7) —
ta (&, 7) in V, such that ty = j, ((§,7) — ta (&, 7)) (k, ). Assume that ¢, has
length n* < w.

Define (in V' [G]) a function £ — A(€) with domain &, such that for each & <
K, A(§) is the (n* + 1)-th element in the Prikry sequence of h (&, frag (§), - - -, tay, (§))-
Clearly [£ — A(§)]yy, > A, as it is the first element which appears after ¢y in the
Prikry sequence of A*. Thus, it suffices to prove that for every n < [ — X(&)]yy,
n <A

Assume that f € V[G] is a function such that n = [f];;, < [£—= X(§)]y-
Assume that for every £ < &, f(§) < A(§). Let p € G be a condition which
forces this.

Let us apply the Multivariable Fusion Lemma. For every (¢, 7) = (£, vo, ..., Vk),
let—

e, V)={reP\ (v, +1): Ja<h(&v), rik if ty (V) is an initial segment

of the Prikry sequence of h (§,7), then f(§) < a}

We argue that e (&, 7) is <* dense above every condition which forces that
i) =v. Let p € P\ (vx +1) be such a condition. Denote for simplicity
h = h (&, V). First, direct extend p [(,, 41,5) such that it decides whether ¢ (£, V)

and t} are compatible:
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1. If h ¢ supp (p), direct extend p such that t =ty (&, 7).
2. If t5 (&, V) and ¢} are incompatible, pick a = 0.

3. If ¢} is a strict initial segment of ¢y (&, 7), direct extend by replacing A}

with AP \ max (5 (£,7)) + 1. Then take v = 0.

4. If ty (&, 7) is strictly an initial segment of ¢}, direct extend p* [(,, 41,5)>"
P [(we+1,n) such that for some o < h, p* [(,, +1,) forces that the (n* + 1)-
th element of ¢} is bounded by a. It will follow that p* [, " p\ h - A(€) <

Q.

Let us assume that p has already been direct extended as above, and p [l ¢! =

tx (&, 7). Direct extend p* \ (h+1) >* p\ (h + 1) such that—

D [htalk 36 < A, p*\(h+1)|}—£(§):5

Since it is forced that f(£§) < X(§), p [ forces that for every av € A} there exists

an ordinal §, < a and a set B, such that—

(1 (6.7)7 (@), Ba) 0" \ (h+ ) IF £(6) = 3,

Thus, there exists a set B € U}, B C A} N (Aa<nBa), and an ordinal § < h,
such that for every @ € B, §, = §. Direct extend p*(h) >* p(h) such that
éﬁ* = B. Finally, direct extend p* [,>* p [, such that, for some a < h (in
VEn+) p* I IE 0 < a. Thus, p* >* p forces that i({) < a.

Now, fix p* € G and a C-tree T such that for every (£, 7) € T,

(p" (D)) Tp1lF3a < h(&,7), if £y (€, 7) is an initial segment of the Prikry

sequence of h (£,7) then (p* (&, )\ (v + 1) IF f(§) < a
Let o (£,7) be a name for the above a, and define-
0 (& 7) =sup{y <h(&7): Ir 2 p" (& 7) Ty, 7l @ (€, 7) =7}

as before, 0 (&, 7) < h (&, 7).
Finally, work in V' [G]. As before,

{€ < k: (& [()) € T is admissible for p* and p* (&, ji(§) € G)} e W
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Moreover,
{€ < k:tx (& [(§)) is an initial segment of the Prikry sequence of h (€, fi(€))} € W
Thus, in M [H],

[Flw <16 =6 Ay = ka (o ((&,7) = 6 (&) (5, i)

but jo ((§,7) — §(&,7)) (k, i) < X since § (§,7) < h (&, 7) for every £, 7. Thus,
in M [H], n = [fly, <A, as desired.
O

Let us denote Uy = {X C A: X € k, (X)} N M,. This is an M,-ultrafilter.
We will eventually prove that A = p,, and then Uy = U, will be the M,-

ultrafilter which is used to form M1 in the iterated ultrapower.

Lemma 3.16. Uy € M,. Moreover, it is a normal measure of Mitchell order

0 there.

Proof. The proof follows from a pair of claims.

Claim 3.17. There exist p € G and a set F € M, of normal measures on X,
each of Mitchell order 0, such that | F| < A and jo(p)™ {k, ) TAIF jo (U) (X)) € F.

~

Proof. In V, for every measurable x < k, let S, be an enumeration of all the
normal measures on z of order 0.

We claim that there exists p € G and a C-tree T, such that for every (¢,7) €
T which is admissible for p, there exists a set of ordinals A (¢, 7) with |A (§,7)] <
h (&, 7), such that—

P (&) ThienF Unen) € (She.m) A€, D)

This follows from the Multivariable Fusion Lemma. Fix (£, 7) = (&, v, ..., k)

and denote for simplicity h = h (£, 7). Consider—

e(&, V) ={r e P\ v, +1: there exists a set of ordinals A with |A| < h

such that r [l Up, € S," A}

Let us argue that e (£, 7) is <*-dense open above conditions which force that

1(§) = 7. Let p be such a condition. Note that every condition in P, and
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p [n in particular, forces that there exists an ordinal a such that Uy = Sh(a);
Now, direct extend p* [,>* p [ such that for some A of cardinality less then
h, p* [nlF o € A.

Now pick p € G and a C-tree T' as above. Then for every (£, 7) € T which

is admissible for p,

P (&, V) [u,41lF there exists a set of ordinals A with |A| < h (&, 7),
such that p <§, 17> [(,,k7h(57,7))lk gh(g,ﬁ) S Sh(é‘7ﬁ)”A

For every such (§,7) € T', let A (§,7) be a P, 11-name for A above, and let—

A7) ={y:Ir 2 p7(7), rIEy e A& D)}

Then |A* (&, 7)| < h (&, V), and—-

P& D) Tt Une,ge) € Shie,ge)” AT (&, i(€)

Let A* = j, ((&,7) = A* (€,7)). Denote F = ((ja(S)),)" A*. Then |A*| <
A and thus [F| < A jw(p)” (K, ) [k, (x) forces that ju (U) (ka (N)) € ka (F).
Thus, by elementarity of ko, jo(p)™ (k, fi) [ forces that j, (U) (X) € F. O

Claim 3.18. Assume that B € U,. Then there exists p € G such that
Ja(p)” (8, @) I\IF B € ja (U) (V).

Proof. Let (£,V) — B (&, 7) be a function in V such that—

B = ja (<£7D’>'_>B<§7ﬁ))<’%’ﬁ)

(we assumed, without loss of generality, that B can be represented using /i;
else, change ). Let n* < w be the coordinate in which A appears in the
Prikry sequence of A*. In V [G], denote by A(£) the n*-th element in the Prikry
sequence of h (&, fi(£)), so that [§ — A(&)]y = A

As usual, we apply the Multivariable Fusion Lemma. Given (&, 7/}, let—

e(§, V) ={r € P\vg+1:7 [pe decides whether B (§,7) € Up(e,z), and there
exists a bounded subset A C h (£, 7) such that the following holds:
7 [henlk B(§V) € Unei, AE) € AUB(EV); else,
A6 e AU(R(E,P)\ B(§ 7))}
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e (&, 7) is <* dense open above any condition which forces that E (&) = 7. Indeed,
let p € P\ vy + 1 be such a condition. Denote h = h (£, 7). Direct extend
p* In>* p [, such that it decides the length of ¢} and which of the sets B (¢, V),
h\ B (§,V) belongs to Up:

1. If the length of ) is > n*, direct extend p* [,>* p [}, such that for some
bounded subset A C A, p* [ forces that the n*-th element in the Prikry

sequence of h belongs to A.

2. Otherwise, tj =t (£, 7). In this case, direct extend and shrink A} such

that it is entirely contained in exactly one of the sets B (§,7), h\ B (£, 7).

The condition p* obtained this way is as desired.
Now pick p € G and a C-tree T such that for every (£,7) € T which is

admissible for p,

P& V) Tl P76, V) T (e, decides whether B (§,7) € Upe i),
and there exists a bounded subset A C h (£, 7) such that
P H{E D) [ ne,onlF A(E) belongs to exactly one of the sets AU B (€, 7)

or AU (h(&,v)\ B(&,7)), according to the above decision.
For every such (§,7) € T, let A (§,7) be a P, 11-name for A above, and let—
AT, 0) ={y: Ir 2 p" (& D), riEye A(E,V)}

Then A* (£, 7) is a bounded subset of h (£, 7).
We argue that jo(p)~ (k, i) IF B € jo () (X). Work in V' [G]. Then for a
set of &-s in W, (£, [i(€)) € T is admissible for p. Thus,

(& () Theeaenll B (& () € U (h (&, H(E)))

We argue that for a set of £&-s in W,

P& ) Thie.aen!t B (&, 7€) € U (h (& fi(€)))

Assume otherwise. Then—

{€<r: AME) € A(E, i(€) U (R (E, V) \ B(&, fi(€)} € W

However, this cannot hold:
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1. IF{E < k: A(€) € A(&,[(£)} € W, then, since |A(E, D) < h (V) for

every &, 7, it follows that A € Im (k,,), which is a contradiction.

2. Else, {§ < w: A(§) € h(&(§)\ B(& f(S)))} But then A ¢ ko (B),
contradicting the fact that B € U).

Thus, jw (p) ™ (K, i) Tk.)IF ka(B) € jw (U) (ko (A)) and by elementarity of &,
Ja(®) {5 i) InF B € ju @) (V) , as desired. 0

Fix now a set F and a condition p € G as in the first claim. Since F is a
sequence of normal measures on A of cardinality < A, there exists a partition
(Bp: F € F) of A such that for every F' € F, Bp € F. |F| < A, and thus
there exists a unique F* € F such that A € k, (Bp-). We denote for simplicity
B* = Bp-.

By second claim, applied for the set B* € Uy, there exists p* € G above p
such that jo (p*)" (k, i) I jo (U) (N) = F*.

Finally, F* = U, follows. Indeed, let X € F*. By the second claim, for every
X € Uy, there exists p € G such that j,(p)™ (k, i) IF X € jo (i) (X). Without
loss of generality, p extends p* which was chosen in the previous paragraph, and
thus jo(p) IF X € F*. Since X and F™* are elements of M, (and not names), it
follows that X € F™*. O

Corollary 3.19. In M [H], jw (U) (ka(N)) = ko (Ux). In particular, if U € V,
then jo (U) (N) = Ua.

Proof. This follows since, by the proof of the previous lemma, there exists p € G
such that jo(p)~ (s, i) IF jo () (A) = Ux. Now apply ko: M, — M and use
the fact that jw (p)” (k, ) € H. O

Lemma 3.20. In V, c¢f(\) > rt.

Proof. Denote M’ = Ult (M, U)), and let j': V' — M’, be defined as follows:

=00y 0 da
There exists an elementary embedding &': M’ — M, defined as follows:

k/ (.]/(f) (Ha/uio?"'huim;A)) :.]W (f) (’%7,ui07"'7p’im7>\)

for every f € Vand ig < ... < i, < a.

36



Since Uy was derived from k,, k': M’ — M is elementary (the proof is the
same as in lemma 3.3). It’s not hard to verify that crit (k') > A. Therefore, A,
which is a non-measurable inaccessible cardinal in M’, is still a non-measurable
inaccessible cardinal in M.

Let us argue that A is regular in M [H]. Split H = Hy * H', where H) C
Jw (P) . If X changes its cofinality in M [H], then it changes its cofinality in
M [H,] (since the upper forcing has a direct extension order which is more than
A—closed). However, by corollary 1.8, X is regular in M [H,].

It follows that, in V [G], ¢f(A) > k™. Thus, in V, cf (\) > k™. O

Corollary 3.21. crit(ky) = po-

Proof. It suffices to prove that crit (ko) > po. Denote i = sup{ug: 8 < a}.
We already argued that crit(ky) > fi.

By all the properties proved so far, crit (k) is a measurable cardinal in M,
with cofinality > & in V. By the definition, pu, > f is the least such cardinal.
Thus, crit (k) > fa- O

This finishes the inductive proof of properties (A)-(E). We are now prepared
to finish the proof of Theorem 3.1:

Proof of theorem 3.1. Recall that k* = jy(x). It’s not hard to prove by in-
duction that, for every a < k*, uo < k*. Note that j.«(k) = k*, since j-
is an iterated ultrapower with measures on measurables below k*. Since k* is

measurable in each step, it does not move in ji g : My — M.

Recall the embedding ky«: M« — M, defined as follows:

o (]K*(f) (Hhufiov"'auim)) =Jw (f) (’ihuioa"'a.uim)

forevery f € V., m < wand ig,...,in < k*. Asinlemma 3.3, k.~ is elementary,
kwx 0 jiox = jw [v and crit (ko) > £*.

In order to prove that M = M+, jo= = jw |v and k* = jw (k), it suffices
to prove that k.- : M+« — M is the identity. Thus, it suffices to prove that for
every ordinal 1, n € Im (k,+). Assume that g € V [G] is a function such that
n = 9]y, Let p € G be a condition. By lemma 1.6, there exists a condition
p < p* € G, a function £ — A¢ in V and a club C C & such that, for every
£ e, |A¢ < K, and p* IF g(&) € A¢. Then jw (p*) € H forces that n =
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[€— g(g)}w € [£ = A¢lyy = ke (Jur (E= Ag) (K)); but [jux (§ = Ag) (5)] <
Jr (k) = k* < crit (ky+). Therefore, n € Im (ky+) as desired.

Finally, note that if & € V, then by corollary 3.19, U, = jo (U) (pta) € M,
for every o < K, and thus the iteration j.- is definable over V. Also, M = M«
is a class of M. O

We finish this section with several remarks about definability of jy [y in V.

The condition U € V is sufficient but not necessary for the definability of
jw [v. For instance, let n € A be the first measurable. Assume that, in V,
there are infinitely many measurables which carry n measures of Mitchell order
0. Take in V an enumeration (o, : n < w) of the first w such measurables above
7. For every n < w, let <F§n : £ < 1) be an enumeration of 7-many measures of
Mitchell order 0 on «,. Let P be the forcing notion which uses, at stage a,, the
unique normal measure which extends FJ*, where n,, < 7 is the n-th element in
the Prikry sequence of 1. For every other measurable «, use a measure which
extends the least measure on « of Mitchell order 0 with respect to a prescribed
well order of V,;. So U ¢ V, since it codes the Prikry sequence of 7. However,
jw v is definable in V| by repeating the argument of corollary 3.19, replacing
U with U [a\fan: ncwy= (Ua: @ € A\ {an: n <w}) € V. More generally, the

following holds, and is proved similarly to corollary 3.19:

Lemma 3.22. Assume that for some £ < k, U\E = (Uy: o € A\E) € V. Then
Jw v is definable in V.

Remark 3.23. Let A C A be a set such that, for every a < K*, pio € jo (A). If
U Ta= (Uy: a € Ay €V, then jw v is definable in V, and again, this is proved
by repeating the argument of corollary 3.19, replacing U with U [ 4. This seems
like an improvement of the previous lemma; however, we will prove in lemma
4.12, that a set A satisfies that pa € jo (A) for every a < &*, if and only if, for
some £ < Kk, A\ £ C A.

By lemma 3.22, definability of jy [v in V follows from the assumption that
Jjw U)\ k € M. In the next section we will prove that the other direction is

not necessarily true.
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4 A General Analysis Of Iterated Ultrapowers

Our main goal in this section is to simplify the presentation of jy [y provided
in the previous section; for instance, we will provide a simpler characterization
of the critical points .. Simultaneously, we describe in detail how the Prikry
sequences, added to measurables of M above k, look like: up to a finite initial
segment, those are sequences of critical points of an iterated ultrapower, gener-
ated over some finite sub-iteration of (M, : a < k*), using a single measure. It
will follow that every Prikry sequence, added in M [H] for a measurable cardinal
above &, already belongs to V.

Our goals are lemma 4.6 and corollaries 4.7, 4.9 and 4.13.

We start by studying linear iterations of V' in more general settings. Let
us assume that x* is an ordinal, and (M,: a < k*) is a linear iteration of
V', by normal measures of Mitchell order 0. More specifically, we assume that
My = Ult (V,U) where U is a measure of Mitchell order 0 on some measurable
k; in successor steps, Myy1 = Ult (My,U,, ), where U, € M, is a normal
measure of order 0 on some measurable p,; at limit steps a direct limit is taken.
We assume also that the iteration is normal in the sense that (uq: o < £*) is
increasing. We do not assume that the entire iteration is definable in V. Finally,
we denote M = M.

We begin by observing that every finite nice sequence corresponds to a finite
iteration of V' which naturally embeds in M. Assume that (ag,...,qn) is a
nice sequence below some ordinal o < k*. Recall that this means that, every

0 < k < m, there are functions gx, Fx, € V such that—

/’Lak = j@k (gk) (K:vu'aoa s 7/’Lak,1)

UlJak = jOék (Fk) (H’Mao’ T 7Mak_1>

(for = 0, ftay = ja (90) () and U, = jay (Fo) (%) ).

We define a finite iteration (Ni: k < m + 1) of V, for each £ < m an
embedding i : V — Ny, a cardinal A\ measurable in N; and a measure Wy, € Ny
on it of order 0.

First, let Ny ~ Ult (V,U), ip: V — M; the ultrapower embedding, Ay =
10 (90) (k) and Wy = ig (Fp) (k).
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Assume that £k < m and Ni, Wy, and Ay have been defined. Let Ngip =~
Ult (N, W), igs1: V = Niga, g1 = j%’;oik, Aet1 = k1 (Grr) (5, Aoy oo Ar)

and Wii1 = ig41 (Frv1) (K, Ao, - oo, Ak).

Lemma 4.1. Fix a nice sequence (g, . .., Q) below some o < k*. In the above

notations, define kyy1: Npy1 — My as follows:

km-‘rl (im-‘rl (f) (H, D I )\m)) = ]a(f) (’ﬁ#aoa cee 7.“04,,,,)

for every f € V. Then kpy1: Nppp1 — My is an elementary embedding, and-

km+1 = (jam+1,a O... Oja0+1,a1 OjO,Oéo) FNm+1

Remark 4.2. The iteration ju,,+1,0°- - -OJag+1,a: ©J0,ae above is not necessarily
internal to Np,y1; this means that the sub-iterations jo,11,q,,, participating in it
are iterated ultrapowers as defined over My, 1. In the proof of the lemma we will
show that the external iteration ja,,+1,a0-..0Jag+1,01 ©J1,00 15 well defined over
Npnt1, in the sense that for every x € Npyi1, (jai71+1$ai 0...0Jag+1,0q © jo,ag) (x)
belongs to My,+1. Later in this section, we will prove that such an iteration
maght be an internal iteration of Np,11, provided that the initial nice sequence

is chosen more carefully.

Proof. We proceed by induction on m. The induction basis is given for ”m =
—17, namely, the case where the given nice sequence below « is empty. In this
case, Ng = Ut (V,U), io = ju: V — Ny and ko (io(f)(k)) = jo(f)(k), and
clearly ko = jo,o: Mo = M,.

Assume now that m < w and ky,41: Nppp1 — My has been constructed

m+1
(here, the embedding k1 corresponds to the nice sequence {«ay, . .., &) below
Qmy1. Namely, by its definition, it satisfies ja,,,, = km41 0 ims1 ). Let us
argue that k12 = ja,,,141,0 © kmit1 [N,.... Indeed, given an arbitrary element

im+2(f) (K‘a )‘07 B )‘m> AT?’H*l) of Nm+2a

karl (Y,m+2(f) (K/v )\07 ey >\m7 >\m+1))
= b1 (I (s () (5 Aoy At

(jaerl (f)) (‘%7 Hogs s Ba s :LLOtm,+1)

=Ju

Hcvm+1

= jam+1+1(f) (”ﬂa Hags -5 Hap :uam+1)
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In the equality from line 2 to line 3 in the above equation, we used the fact that
W1 = tmt1 (Fmt1) (B, Aoy -y Am) and A1 = g1 (Gmer1) (B Aoy - ooy Am)
for the computation on their values under k,,1. We also used the fact that
Jamir = Km+19im41 (which follows from the definition of k,, 1 provided above).

Finally, apply ja,,;,+1,a on both sides. O

If the sequence (aq, ..., ;) below « is clear from the context, we denote
N* = Nppg1, 05 = imy1: V. — N* and k* = k10 N* — M,. Note that k*
is not necessarily an internal iteration of N*. Indeed, assume that Ag < pq,
(this happens, e.g., if ag = 1. In this case, \g = po and p; = JUpg (0) > o).
If k* was an internal iteration of N*, then Ay would have to be one of the
critical points participating in the iteration, since A\ is inaccessible in N* and
kE* (Xo) = fta,- However, this is not possible because Ag is not measurable in
N*.

Our goal is lemma 4.6. In the proof, it will be useful to consider a nice
sequence (ayg, ..., q,) below « and its associated iteration N*, such that the
embedding k*: N* — M, is an internal iteration of N*. This will require a
more sophisticated choice of the initial nice sequence. The example from the

last paragraph offers a lead: we would like A\, = 1o, to hold for every 0 < k < m.

Lemma 4.3. k* is an internal iteration of N* if and only if, for every 0 < k <

m, A\ = Moy, -

Proof. Let us assume first that k* is an iteration of N*. Then Ag is a non-
measurable inaccessible in N*, and thus A, cannot move by k*. So p,, =
E* (Ak) = Ak

Let us concentrate on the other direction. Assume that Ay = p4, for every
0 <k <m. Ao = fla, is measurable in My = Ny, and thus jo o, (fay) = Hag-
Also, jo,a, (Wo) = Uy,, - Note that—

. . . N . .
Ja = Jao+l,a ©JUu,, ©Jao = Jao+l,a ©Jo,a0 © IWo ©JU

where jé\f o 18 the iterated ultrapower consisting of the same measures as jo, o,
but acting on V. jé\go : N1 — My,+1 is internal to Ny, and s0 1S jag+1,a ojé\go.
We proceed now by induction on m. Assume that k,,+1: Npyr1 — M,

m+1

is an internal iteration of N,,y; (with respect to the nice sequence (ay, ..., @)
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below ay,41). Then—

— km+1 (Werl)

M“‘7n+1

and thus—

Jamii+1 = JU, 0 Km41 0 tm+1

Hapy 41

= km+1 er+2 Oim+2

= (jam+17am+l ©...0 Jag+l,a1 © jO,ao) er+2 Ol 42

Where (ja,,+1,ami1 © - - - © Jag+1,a1 © J0,a0) |Npio @bove is an internal iteration
of Npt2, since Wy, 11 is a measure over Ay, 1 = flq,,.,, and lies strictly above
all the participating critical points. Thus, the embedding k,,,2, obtained by
applying jam+1+1,a on (jam+1,am+1 0...0 Jag+1,01 © jO,(xo) er+27 is an internal

iteration of Ny, yo. O

Lemma 4.4. Every nice sequence {ay,. .., below o can be completed to a

nice sequence—

0 no 0 ny 0 Nom
(ag, -, 00°,09,...,a, ... .. y Oy e Q)
where ap® = g, At = Qq,. .., 00" = quy, such that the embedding k* associated
to the latter sequence is an iteration of N*.
Proof. We begin with an arbitrary nice sequence (v, . . ., ), and complete it
to a nice sequence—
0 no 0 n 0 n
(0g, - 000,00, . ..,a7, . Qs e e ey Q)
where o° = ag,af! = aq,..., " = Q.
We first extend the sequence below ag, namely define o, ... L.

Denote N = Ult (V,U) and i) = jy: V — N§. Let A} = i (go) (k). Let
aj < ag be the first such that A < pag. (cf (Ag))v > K, s0 actually A§ = f140.
If o) = ap, we set ng = 0 and we are done extending the sequence below ay.
Assume otherwise.

Work in N§ and define there W§ = i§ () (A}). Let Ng = Ult (NG, W)
and i} = ]VA&‘(’; oig: V = Ny. Define kj: Ny — M,o,; to be such that for every
fev,

ko (Z(lJ (f) (’@ )‘8)) = Ja8+1 (f) (/‘@7 Mag)
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by lemma 4.3, k§ is an iterated ultrapower of N3. The measures participating
1

in this iteration lie on measurables below of (actually, kf = ji\,’ 248> In N},

let A§ = jwo (A9), and note that \j is measurable in Nj above Ag. Thus,

A§ does not participate in the iteration kj, namely k§ (A\§) = Aj. So A§ is a

measurable cardinal in Mo, and (cf (A(l)))v > k. Thus, there exists an index

ag, such that Pl = Ay and of < of < ap. If af = ap, we finish extending

the sequence below «g and set ng = 1. Assume otherwise. Define in N{ the
1

measure Wy = iy(U) (A). Let N§ = Ult (Ng, W) and i§ = jvj\;"l oiy: V — Ng.
0

Define k3: N3 — M4 in the natural way, namely, for every f € V,

kg (Zg(f) (Ha /\87 Aé)) = jaé—&-l(f) (’Qv /\87 /\(%)

and by 4.3, k3 is an iterated ultrapower of N2 with measurables below Had-
Denote \2 = JVA[[/(E (A§) > A§. Arguing as before, A} is measurable in Masiq
with cofinality above #, and thus, there exists af such that A\§ = pa2 and
ad < o < ad < ay.

Continue in this fashion, and construct an increasing sequence of < af <
... < ag. We argue that the construction stops after finitely many steps. As-
sume otherwise, and let (af : n < w) be a strictly increasing sequence of ordinals

below «q, such that for every n < w,
Bag > fgnit = A5 = jwg (AF) > NG = pag

and—
fontr = AT = kg (G = kg (57 (90) (8)) = gt (90) (8) = G0y (Ha)
let of = sup{af: n < w} < ap. Note that—

o (90)(5) = Jog oy (Mg ) = 5D {tta s 1 < w} < g
and thus—

Hao = Jao (90) (K) = jag.ao (Jag (90) (K)) = Jag (90) (K)

which contradicts the fact that jas (90) () < tag < Hag-
Thus, there exists ng < w and a sequence o < af < ... < af® = ap such

that for every n < ng,
Hagtt = U, (Hag) = dag+1 (90) ()
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where the last equality follows by induction, since—

Jar+1(90)(K) = Jop an+t (Jag (90)(K)) = Jop antr (Hag) = Ju.y (Hog)

let us justify the last equality in the above equation. If p,, is not a limit of

measurables, then af}“

= aj + 1 and the equation is clear. Otherwise, oz is
a limit of measurables. Therefore [op+1 = jUag (,uag) is a limit of measurables,

and each factor in j, 1 is an ultrapower embedding with one of them.

o
Thus, each such factor maps fop+1 tO itself.

This finishes the completion of the initial nice sequence below ay. Let IV{
be the iterated ultrapower associated to the nice sequence (a,...aQ), with a
corresponding embedding if: V' — N§. Let kj: NJ — My,+1 be defined as

follows: for every f €V,

kg (iS(f) (m,uag,...,uago)) = Jou (f) (H’M(!g?"'auag‘))

By lemma 4.3, the embedding kj is an iterated ultrapower of N, and jo,+1 =
kg oig. All the ultrapowers in k§ are taken on measurables below ay.

Now work over N§, define \Y = % (91) (K, ftag)- A} > fia, is measurable in
Ng and thus is not moved by kj. Also, it has cofinality above x in V. Let
al < a; be such that \{ = Poo- IE A = la,, we set n; = 0 and move on to
extend the sequence below ap. Assume otherwise. Let WP = if (U) (A)). Let
N{ = Ult (N5, W?), and i = ]V]\é% oif. Let kY: Ni — Mo 41 be the natural

embedding, and continue the construction as above. It will stop after finitely

many steps.
By repeating the same argument for as,...,q,,, we generate the desired
completion of {ag, ..., am). O

Remark 4.5. For every 0 < i < m, [, appears in the Prikry sequence of
te, = ko, (fta;) in M [H]. Note that in the above proof, the completion below
Ha,s namely the sequence (o) ..., al'), is a subsequence of the Prikry sequence
of py,, below pia,. In lemma 4.8 we will prove that this subsequence is actually

a segment in this Prikry sequence.

Lemma 4.6. Assume that o < k*. Denote i = sup{po: &/ < a}. Let A > [

be an inaccessible cardinal in M. Then (cf(A) > k.
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Proof. Let us first consider the case where there is no 8 < a and X < A such
that jgo (M) = A Let (ag,...,qn) be a nice sequence below « such that
A = Ja(h) (Ky flags - - - » Pha,,, ) for some function h € V. We can assume that the
sequence in complete as in lemma 4.4, and so k*: N* — M, is an internal

iterated ultrapower. Denote—

A= Z*(h) (K’IU/OCO7""IU’(X771)

and note that k* (A\*) = \. It suffices to prove that A* = A, since every inac-
cessible above « in a finite iteration of V' has cofinality > x in V. Assume that
A* < A. Because \* is inaccessible in N*, A* is one of the measurables partic-
ipating in the iteration k, namely A\* = pg for some 8 < «a. Since A* > p,,,,

8 > ay. Then—
A=k"(\)

= (jﬂ,a OjOthrLﬁ ojamfl’i’lya?n ... Oja0+1,a1 Ojlﬂo) ()‘*)

= Jpa (XY)

where we used the fact that A* = pg is inaccessible in N* above pi,,,, and thus
is fixed by ultrapowers below i, and by ja,, +1,8. It follows that there exists
B < aand A\* < X such that jg o (A*) = A, which is a contradiction.

Let us now take care of the case where, for some 8 < a and Ag < A,
Jg.a (Mo) = A Let 8 < « be the least such that such A\ exists. Since Xg is
inaccessible in Mg and Ag < jg.a (A0), Ao is one of the measurables participating
in the iteration jg . Thus, Ao = ji,, for some 7 < .

Denote A = jU“'Vo (H45). This is an inaccessible cardinal in M., ;1. Let us
argue that (cf (A1))" > k.

Pick a complete nice sequence {(ay, . . ., ;) below vo + 1 such that, for some
function h € V,

A1 = Jro41(h) (Ky Bags - -+ M)
we can assume that «,, = 7 (else, add it. The sequence will remain complete
since there is no X < X\g and 7' < 7 such that j, 41 (X) = Ag). Let N* be
the associated finite iteration, with an embedding ¢*: V' — N*. let k*: N* —
M., 41 be the corresponding iterated ultrapower such that £* o i* = j, 41.

Denote \j = i*(h) (K, lags - - - s fhar,, ). Then k* (A]) = A;. Let us argue that
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Al = A1. Assume that A7 < A;. Then A}, which is measurable in N*, is one of

the measurables participating in £*. Note that—

AL = k" (A1) = Jam+1,90+1 © Jom 1+ 1,0m © Jam_a+Liam_1 O« -+ O Jl,a0 (A])

but a,, = 70, SO Ja,.+1,70+1 18 the identity. So A} < pq,, = iy, by, is already
a non-measurable inaccessible in N* (since we started from a complete nice
sequence which includes it), and thus & (i,,) = p1y,. Namely ju, (py,) =
A1 =k* (A\]) < fiy,, a contradiction.

Thus (cf(A1))" > k. If Ay = A, we are done. Else, A\; < X is inaccessible in
My+1, and is mapped via j,,+1,« to A. Hence, arguing as before, Ay < fi is one
of the measurables participating in the iterated ultrapower j.,41,. Therefore,
) > AL

As above, (cf(X2))Y > k. If Ay = A, we are done. Assume otherwise, and

there exists 71 € (70, @) such that \; = i, . Denote \s = ju, (U,
continue in this fashion.

Let us argue that the process stops after finitely many steps. Assume other-
wise. Then we have constructed an w-sequence of ordinals below «, (y,,: n < w),

and an increasing sequence—

A0 = flyg <AL= [y, <A = flyy < ool <A

such that, for every n < w, Apy1 = py,yy = Ju,

Hyn

(tt~, ). Denote ~v* =
sup{vn: n < w} (possibly v* = «). Let A* = sup{\,: n < w}. Then-

jv*,a (/\*) =A

however, j,« o (A*) = A*: if ¥* = « this is clear. Else, note that p- is chosen
strictly above sup{pe: & < v*} = A*. Therefore, the critical point of jy- o is
above A*, and j« o (A*) = A%

It follows that A* = A. But A* < [ (equality may hold if v* = «), contra-
dicting the fact that A > [. O

We now return to our context, and assume that (M, : o < k*) is the iteration
described in the previous section, with the same notations. We can first simplify

the definition of the critical points p:

Corollary 4.7. Assume that o < £*. Let i = sup{uo: o < a}.

If a is successor, iy is the first measurable above fi in M.
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If a is limit and (cf(0))" < K, then po is the first measurable above i in M,.
If a is limit and (cf(a))v > K, then Lo s the first measurable in M, which is

greater or equal to [i.

Proof. If i is measurable in M, and (cf(«))” > &, then (cf(72))” > k and thus
e = [ by the definition. Else, p, is chosen to be the least measurable in M,
above i with cofinality above k in V', which is, by the previous lemma, the least

measurable above i in M. O

Lemma 4.8. Assume that o < k* and A appears after po, in the Prikry sequence

of u* = ko (11a). Then X = ju, (ta)-

Proof. Since jy, (pe) is measurable in M, 1 above fig11 = sup{pa: o < al,

HFa

it follows, by lemma 4.6, that—

(cf (o, (#a)))" > 5

Thus there exists 3 > a such that jy, (ia) = ps, and appears in the Prikry

*

sequence of kg (115) = jg.n+ (Ja,8 (Ha)) = 1"

Let us prove now that ju, (ta) = pp is the immediate successor of ji, in
the Prikry sequence of u*.

Assume, for contradiction, that p, < A < ju, (ua), and X appears after p,

Mo
in the Prikry sequence of p*. Assume that A = jo11(9) (K, fag, - - - tags Ha)s
for some g € V and ag < ... < ap < a. Assume also that h € V is a function
such that pa = jo(h) (K, tlags - - - » fhay,) for the same ap < ... < ap < « (this

can always be arranged by changing the sequence {(ay, ..., ag)). Then—

ja+1(g) (Ha Hag s - - - ,,Uozky,ua) < jOH-l(h) (Ha Hag s - - - 7:u0¢lc)

so we may assume that for every &, vo, ..., vk, n, below &, g (&, vo,..., Vg, 1n) <
h(& vy, ..., vk). Assume also that p, is the n-th element in the Prikry sequence

of p*. In V[G], let A(§) be the (n+ 1)-th element in the Prikry sequence of
h (& fi(£)), so that [§ — Ay = A

Assume that the sequence (ayp,...,ax) C « is nice (else, add more coordi-
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nates). Now apply the Multivariable Fusion Lemma. For every (£, V), let—

e(&, V) ={r € P\ vt + 1: there exists a bounded subset A C h (£, 7) such that
r forces that the (n+ 1)-th element in the Prikry sequence of h (£, 7)

belongs either to A or to the club of closure points of the function

n=g(&vn)}

We argue that e (£, 7) is <* dense open above any condition which forces that
E(f) = 7. Let p € P\ vy + 1 be such a condition. Denote for simplicity
h = h(&,7). Direct extend p |, such that it decides the length of }; if the
length is > (n + 1), direct extend p [}, further, so that it forces that there exists
a bounded subset A C h such that the (n + 1)-th element in the Prikry sequence
of h belongs to it. Finally, shrink A} by intersecting with the club of closure
points of the function which maps each n < h to g(§,7,n). The condition
obtained this way indeed belongs to e (&, 7).

Now, fix p € G and a C-tree T such that for every (£,7) € T which is

admissible for p,
(p™(&, 7)) Tu.+1lF there exists a bounded subset A C h (£, 7) such that
p (&, 7) \ (vg + 1) forces that the (n+ 1)-th element in the Prikry sequence

of h (£, 7) belongs either to A or to the club of closure points of the function

n—g(&v,n)}

Let A (&,7) be a P, 1-name for the set A above, and set—
AT (&, 07) ={y <h(&§7): Ir 2 p (&, V) lu41, TIEy € A(E,7)}

It follows that for a set of £&-s in W, (&) either belongs to A* (&, fi(§)) or to
the club of closure points of n +— g (&, [@(€),n).
However, it cannot hold that for a set of £&-s in W, A(§) € A* (&, [Z(€)). Indeed

assume otherwise. Denote—
A" = o ((§,7) = A* (€, 7)) (K, )

then A* is bounded in p,, and, under the above assumption, A € k, (A*) =
A* C pq, which is a contradiction.

Thus, in M [H], A is a closure point of n — jw (g) (s, iI,n). Recall that p, <
A, and thus jw (9) (K, @, tta) < A = Ja(9) (K, f, fto), which is a contradiction. [
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Corollary 4.9. Let a < k* and denote u* = kq (o). Then the Prikry sequence
of u* in M [H] has a final segment of the form—

(Bavg s Hevy s Bvgs -+ - Mg s - - +)

where ag = a, and for every n < W, pa, ., = ju,. (Ha,). Furthermore, the

above sequence belongs to V', namely (cf(u*))v =w.

Proof. The first part follows immediately from the previous lemma. Let us
concentrate on the second part. Assume that there is no f < ap and p < fiq,
such that jg o (1) = pa, (if there is, replace po, with the least such p). Let
Bos - - ., Br be a complete nice sequence such that pa, = jao(h) (Bo,- ., Bk) for
some h € V. It follows that the sequence (5o, ..., Bk, ao, a1, . .., ay,) is complete,
for every n < w. Then, for every n < w, a finite iteration (N;: i < n + 1) can
be defined as in the beginning of this section. If f € V is a function such that
Upiay = Jao(f) (K5 1154, - - - 118, ), then the sequence (N;: i < w) is definable in

V, since each step above the first k-many steps in the iteration, uses a measure

represented by f. Because each sequence (fy,..., Ok, o,...,an) is complete,
the sequence (Liag, fay s - - - s oy, s - - -) 18 & final segment of the sequence of critical
points in the iteration (N;: ¢ < w), and thus belongs to V. O

Remark 4.10. We would like to emphasize the point that the characterization
of Prikry sequences given in the previous corollary is given only up to some
finite initial segment. Let us denote u = ug, which is the first measurable above
Kk in My, and p* = ko (po) which is the first measurable above k in M. We
arque that the Prikry sequence of u* in M [H| may have any prescribed finite
<

ingtial segment t € [u]~". We use those notations only in the following claim:

Claim 4.11. For every finite, increasing sequence t € [u]<w, there exists a
condition p € P, which forces that t is an initial segment of the Prikry sequence
of uw* in M [H].
Proof. Assume that £ — t(£) is a function in V' such that [§ — t(£)], =t. For
each < k, let s(&) be the first measurable strictly above . Then [§ — s(&)], =
w. Since p > max (t), we can assume that for every & < &, max (¢(§)) < s(§).
Note that the set {s(¢): & < k} N A is nonstationary in any inaccessible
A < k: This is clear if A is not a limit of measurables. If it is, {s(£): & < k} is

disjoint to the club of limit points of A = {a < k: « is measurable} below A.
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Now, let us define a condition p € P,, with supp(p) = {s(§): £ < k}. We
first choose a set X € U on which the function § — s(§) with domain X is
injective. Note that by normality of U, every function is either one-to-one or
constant modulo U, so such a set X € U exists.

Set, for a given £ € X, p(s(€)) = (¢(£), s (§) \ (max (¢(€)) + 1)). This is forced
by any condition in P [,¢) to be a legitimate element of QS(E)' Note that the
definition makes sense since £ — s(§) is injective on X. The condition p € P,
defined in this way forces that the Prikry sequence of p* starts with ¢: Indeed,
in V]G],

{€ < k: t(€) is an initial segment of the Prikry sequence of s(§)} 2 X e W

thus, in M [H], [ — t(£)]y, is an initial segment of the Prikry sequence of the

measurable cardinal [£ — s(€)];;,. But by lemma 2.3,

[ = HO]w = K ([€ = 1)) = k(t) =t
and clearly—
€= sy = n”

so in M [H], t is an initial segment of the Prikry sequence added to p*. O

Let us prove now that for every measurable pu* above x in M, pu* has the

form kq () for some a < x*. In particular, in the light of corollary 4.9,
(cf(p)" = w.
Lemma 4.12. Assume that p* € (k,k*) is measurable in M. Then p* =

ko (pa) for some o < k*.

Proof. Let 8 < k* be the first such that, for some p < p*, p* = kg (1). Then
( is measurable in Mg. 3 is either 0 or a successor by its minimality. Assume
first that 5 = a+ 1. 4 = puo cannot hold since p, is not measurable in Mg 1.
If 4 < po then jo g (1) = p, contradicting the minimality. Thus assume that
> po = fig = sup{ug: B < B}. Recall that p is measurable in Mz. By

lemma 4.6, (cf(1))” > k. Therefore, for some v € [8,x%), p = t~. Hence

*

ko (py) = 1™

If 8 = 0 then p is measurable in My above x and below x*, and clearly
(cf(u))v > k. So, again, there exists v < x* such that u = p,, and ky (1y) =
wr. O
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Corollary 4.13. Assume that o < k* is limit, and denote i = sup{pq : o/ <
o). Assume that ji is measurable in My. Then (cfla))’ is either w or k.
In the former case, i is measurable in M. In the latter case, L = o S a

non-measurable inaccessible cardinal in M. Moreover:

1. If i is not measurable in M, or (c¢f(c))” > k, pq is the first measurable
> [ in M, (this includes the case where a is successor, since, in this case,

La—1 18 not measurable in M, ).
2. Else, [i is measurable in M, and (cfle))" = w, and then o = fi.

Proof. Assume that ji is measurable in M. If (cf(a))" < &, then i < fia, SO

it = kqo (1) is measurable in M. By the previous lemma, fi = k. (i) for some

v < k*. By corollary 4.9, (cf(ji))" = w. Hence (cf(a))” = w. O

Remark 4.14. Recall that jw (U) \ & € M is sufficient for the definability of
Jw v over V. Let us argue that it is not necessary.

For every measurable n < k, let (s™(n): n < w) be the increasing enumeration
of the first w-many measurables above 1 which carry at least n-many normal
measures of Mitchell order 0. For each such n and n < w, let F (s"(n)) be an
enumeration for all the normal measures of order 0 on s™(n). Fiz an unbounded
nonstationary subset X C A such that for everyn € X and n < w, s"(n) ¢ X.
Let P be the forcing notion which uses, at stage s™(n) where n € X and n < w,
the measure which extends (ﬁ (s™ (17))) (nn). Here, n, < is the n-th element
in the Prikry sequence of n in M [H]. For every other measurable, use the
measure chosen first with respect to a prescribed well order of V.

Pick a generic set G C P such that G contains a condition p such that
X C supp(p), but for every & € X, p [l t2 = ().

Then jw (U)\ k ¢ M, since the measures used in jw (P) on M-measurables
above K code the Prikry sequences of all the measurables in jyw (X) \ .

However, jw v is definable in V: Assume that o < k*. If there is no
N € jo(X) and n < w such that po = s™(n), Uy, is the first measure on o with
respect to the image under j, of the prescribed well order on V. Otherwise,
assume that 1 € jo(X), n < w and p, = s™(n). Denote n* = kq (1), so that
ko (o) = s™(n*). Let B = By < Kk* be the least such that kg (ug) = n*. We
argue that the Prikry sequence of n* in M [H] is the sequence of critical points

o1



taken by iteration U,, w-many times over Mg. This will follow once we prove
that g is the first element in the Prikry sequence of n*, and this is true since
n* € jw(X) and there exists a condition p € G which forces that t¥ = () for
every £ € X. Thus, we can assume that (ug,, gy, -, 18, --) s the Prikry
sequence of n* in M [H].

Recall that ko (Uy,,) = jw U) (ko (1ta)); by the definition of the forcing,
Jw (U) (ko (1ta)) is the Prikry forcing taken with the measure—

(3w (F) (ko (1)) (15,)

thus, U, can be computed in V as follows: first, calculate over Mg, (which is
already definable in V' by induction) the sequence (ug, : n < w), which are the
critical points in the iteration of length w with Uy, —over Mg, (here, U, is the

least measure with respect to the image under jg of the prescribed well order on

V.. ); then, compute U, = (ja (ﬁ) (,ua)) (up,)-

52



